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Fault Zone Architecture and Fluid Flow: 
Insights From Field Data and Numerical Modeling 

Jonathan Saul Caine and Craig B. Forster 

Department of Geology and Geophysics, University of Utah, 
Salt Lake City, Utah 

Fault zones in the upper crust are typically composed of complex fracture 
networks and discrete zones of comminuted and geochemically altered fault 
rocks. Determining the patterns and rates of fluid flow in these distinct 
structural discontinuities is a three-dimensional problem. A series of numerical 
simulations of fluid flow in a set of three-dimensional discrete fracture network 
models aids in identifying the primary controlling parameters of fault-related 
fluid flow, and their interactions, throughout episodic deformation. Four 
idealized, but geologically realistic, fault zone architectural models are based on 
fracture data collected along -e~tures.~ of the Stillwater Fault Zone in Dixie 
Valley, Nevada and geometric ~frorh a series of normal fault zones in east 
Greenland. The models are also constrained by an Andersonian model for 
mechanically compatible fracture networks associated with normal faulting. 
Fluid flow in individual fault zone components, such as a fault core and damage 
zone, and full outcrop scale model domains are simulated using a finite element 
routine. Permeability contrasts between components and permeability 
anisotropy within components are identified as the major controlling factors in 
fault-related fluid flow. Additionally, the structural and hydraulic variations in 
these components are also major controls of flow at the scale of the full model 
domains. The four models can also be viewed as a set of snapshots in the 
mechanical evolution of a single fault zone. Changes in the hydraulic 
parameters within the models mimic the evolution of the permeability structure 
of each model through a single deformation cycle. The model results 
demonstrate that small changes in the ,architecture and hydraulic parameters of 
individual fault zone components can have very large impacts, up to five orders 
of magnitude, on the permeability structure of the full model domains. Closure 
of fracture apertures in each fault zone magnifies the magnitude and orientation 
of permeability anisotropy in ways that are closely linked to the implicitly 
modeled deformation. Changes in fault zone architecture can cause major 
changes in permeability structure that, in tum, significantly impact the 
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magnitude and patterns of fluid flux and solute transport both within and near 
the fault zone. Inferences derived from the model results are discussed in the 
context of the mechanical strength of an evolving fault zone, fault zone sealing 
mechanisms which control the conduit-barrier systematics of a fault zone as a 
flow system, and how these processes are related to fluid flow in natural fault 
zones. 

INTRODUCTION 

Improving our understanding of how brittle fault zones 
form and, once formed, how they influence fluid flow in the 
upper crust is facilitated by field-based modeling of fault 
zone architectural sty Ie, fracture mechanics, and fluid flow 
processes through time. This process-based approach to 
field work and modeling will help to develop predictive 
solutions to problems involving seismic hazards, hydro­
carbon migration and trapping, and the utilization of 
groundwater, mineral, and geothermal energy resources. 
Although a number of modeling studies have addressed the 
possible impacts that fault zones have on fluid flow [e.g., 
Mase and Smith, 1985; Forster and Evans. 1991; Ge and 
Garven, 1994; Haneberg, 1995; Lopez and Smith, 1995 and 
1996; Roberts et aI., 1996; Zhang and Sanderson, 1996; 
Flemming et aI., 1998; Matthiii et al., 1998; Ferrill et aI., 
1999], the permeability structures assigned in the simulated 
fault zones are either highly simplified or are modeled in 
two-dimensions. In most cases a homogeneous and 
isotropic permeability structure is ass-fur ,tbe entire 
fault zone. Lopez and Smith [1996] in (:i)mplex fault 
zone permeability structures in their three-dimensional fluid 
flow simulations, but, the theoretical permeability struc­
tures they created are not based on an analysis of field data. 
Modeling results presented in this paper help to illustrate a 
step towards creating more realistic fault zone architectural 
styles and associated permeability structures needed as input 
to numerical models of fluid flow in fault zones. 

A primary goal of this paper is to outline how three­
dimensional, geologically plausible fault zone permeability 
structures, developed using data collected from outcrop, 
influence fluid flow in and near fault zones. We have not 
attempted to model the impact that fault zones have on 
regional flow systems. The work presented is based on the 
fault zone architectural models and permeability structures 
summarized by Caine et al. [1996] and shown- in 'Figure 1. 
Fault zones are commonly composed of a complex set of 
components, a fault core and a damage zone, which are 
distinct mechanical and permeability heterogeneities in the 
upper crust [Sibson, 1977; Chester and Logan, 1986; 
Davison and Kozak, 1988; Forster and Evans, 1991; 
Byerlee, 1993; Scholz and Anders, 1994; Caine et al., 
1996]. The combined effect of different permeabilities 
associated with variations in the distribution of fault zone 
components leads to fault zones that may act as conduits, 
barriers, or combined conduit-barrier systems [Randolph and 
Johnson, 1989; Smith et al., 1990; Scholz, 1990; 

Antonellini and Aydin. 1994; Bruhn, et al .• 1994; Newman 
and Mitra, 1994; Goddard and Evans, 1995; Caine et al., 
1996; Sibson, 1996; Evans et al., 1997; Forster et al., 
1997; Jones et aI., 1998; Rowley, 1998]. 

In this paper we focus on permeability structures that 
correspond to complex fracture networks associated with 
brittle faulting in low permeability rocks. Fault-related 
permeability structures are derived by constructing outcrop­
scale, three-dimensional stochastic models of discrete 
fracture networks for each architectural style shown in 
Figure 1. Each architectural style modeled in this study 
(Fig. I) is tied to reality using field data and inferences 
derived from the Stillwater Normal Fault in Dixie Valley, 
Nevada [Caine and Forster, 1997] and from a series of 
normal fault zones in east Greenland [Caine, 1996]. 

Numerical fluid flow simulations provide estimates of 
the permeability structure of each individual fault zone 
component and each full model domain where components 
are combined within a protolith. Because the rock matrix is 
assumed to be impermeable, fluid flow is simulated only in 
the discrete fracture networks. Neglecting matrix permeabil­
ity provides an opportunity to evaluate how macroscopic 
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Figure 1. Conceptual model for idealized fault zone architec­
tural styles with field examples [after Caine et al., 1996]. 



fracture networks contribute to fault zone permeability 
structure. The flow experiments yield values of bulk 
permeability, computed in three orthogonal directions 
relative to the orientation of each modeled fault zone. 
Additionally, an evolving fault zone is simulated by 
stepwise closure of fracture apertures restricted to each fault 
core. The modeling results are then discussed with reference 
to the mechanics, permeability structure, and evolution of 
natural fault zones. 

FAULT ZONE ARCHITECTURAL STYLES AND 
IDEALIZED PERMEABILITY STRUCTURES 

The core and damage zone components of a fault zone 
are surrounded by a protolith, or country rock, where fault­
related permeability structures are generally absent [Chester 
and Logan, 1986; Caine et al., 1996; Evans et at., 1997]. 
The geometry and intensity of fracturing associated with 
each component yield heterogeneity and anisotropy in bulk 
component permeabilities. Consequently, the bulk perme­
ability anisotropy of a fault zone reflects the combined 
effect of anisotropy developed within each component and 
anisotropy caused by permeability contrasts between 
components. Field-based observations and permeability data 
obtained from fault rocks [Morrow et at., 198h F~er and 
Evans, 1991; Antonellini and Aydin, 1994; Br~~i:; 
1994; Caine et at., 1996; Evans et at., 1997; Seront et at., 
1998] suggest that the distinctive internal structure, external 
geometry, and composition of each component play an 
important role in controlling the patterns and rates of fluid 
flow in and around fault zones. 

A fault core is the component of a fault zone where 
comminution, fluid flow, geochemical reaction, and other 
fault-related processes alter the original lithology. For 
example, progressive grain-size reduction, dissolution, 
reaction, and mineral precipitation during fault zone 
evolution typically cause the core to have reduced perme­
ability, relative to that of the adjacent damage zone and 
protolith [e.g., Chester and Logan, 1986; Antonellini and 
Aydin, 1994; Bruhn etal., 1994; Goddard and Evans, 1995; 
Caine et at., 1996; Evans et at, 1997; Seront et al., .1998~ 
Fisher and Knipe, 1998]. Protolithology has a strong 
influence on the structure and composition of fault cores and 
their resulting permeability structure [Caine et at., 1996; 
Knipe et at., 1998]. The detailed relationships, however, 
between the formation of fault cores and the varying 
processes that alter permeability structure are incompletely 
understood for different protolithologies. In mature fault 
ZOnes hosted in granitic rocks the presence of feldspars may 
result in fault core lithologies that become rich in clay 
minerals, primarily due to reactions between fluids and 
comminuted minerals [Goddard and Evans, 1995; Evans et 
ai, 1997; Seront et al., 1998]. This may significantly 
lower fault core permeability relative to what might be 
expected for less feldspar-rich proto lithologies. In small 
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displacement fault zones hosted in quartz-rich sandstones 
low permeability fault cores often develop by grain size 
reduction and the formation of deformation bands 
[Antonellini and Aydin, 1994]. In protoliths that are 
heterogeneous, interbedded sandstones and shales or granitic 
rocks juxtaposed with sandstones, the combined effects of 
mechanical and geochemical processes can lead to the 
formation of fault cores with heterogeneously distributed 
high and low permeabilities [Chester and Logan, 1986; 
Caine, 1996; Foxford et at., 1998]. At present, little work 
has been done to understand the formation of fault cores and 
their resulting permeability structures in carbonates, mafic 
igneous and metamorphic rocks, and pelitic metamorphic 
rocks that have undergone brittle deformation. 

Damage zones are the network of subsidiary structures 
including small faults. veins. fractures. cleavage, pressure 
solution seams, and folds that surround the fault core. 
Damage zone structures result from the growth and linkage 
of fracture networks that accompany episodic deformation 
distributed in a fault zone [Chester and Logan, 1986; Evans. 
1990; Bruhn et at .• 1994; McGrath and Davison. 1995; 
Caine et ai, 1996; Cowie and Shipton, 1998; Knipe et ai., 
1998]. Composed of both open and filled fractures, damage 
zones yield a heterogeneous and anisotropic permeability 
structure [Bruhn et at., 1994]. Damage zone permeability 
structures are dominated by macroscopic fractures and are 
typically enhanced relative to both the fault core and the 
undeformed protolith [Chester and Logan, 1986; Smith et 
at., 1990; Andersson et at., 1991; Scholz and Anders, 1994; 
Goddard and Evans, 1995; Caine et at., 1996; Evans et at. 
1997; Seront et al., 1998]. 

Figure 1 relates fault zone architectures with deforma­
tional style. The Distributed Deformation Zone (DDZ; not 
to be confused with Mitra's [1978] ductile deformation 
zones) and Localized Deformation Zone (LDZ) represent two 
idealized. architectural end members. The Single Fracture 
Fault (SFF) is a special case of the LDZ where deformation 
is accommodated along a single fault. The Composite 
Deformation Zone (CDZ) represents a hybrid between the 
Distributed and Localized Deformation Zones. Each 
idealized fault zone architecture represents only one moment 
in time and space [Caine et ai .• 1996]. Because fault zone 
architectures evolve through time it should be noted that a 
range of styles varying between those shown in Figure I 
might be found along any section of a single fault zone. 
Additionally, individual fault zone strands with varying 
architectural styles are often combined as several sets of 
strands in a complex fault zone. Caine et at. [1996] 
associates each of the four architectural styles shown in 
Figure 1 with permeability structures in inactive fault zones 
as discussed by a variety of workers [Chester and Logan, 
1986; Bruhn et al., 1990 and 1994; Forster and Evans, 
1991; Moore and Vrotijk, 1992; Newman and Mitra, 1994]. 
Idealized permeability structures in non-deforming fault 
zones include localized conduits (SFF model), distributed 
conduits (DDZ model), localized barriers (LDZ model), and 
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combined conduit-barriers (CDZ model). Caine et ai. 
[1996] discuss these conceptual models in greater detail and 
outline a set of fault zone architectural indices that link fault 
zone architecture with permeability structure. 

The modeling presented here is based on the assumption 
that the magnitude and geometry of permeability anisotropy 
within each fault zone component, combined with perme­
ability contrasts between the components, control the 
evolution of the hydraulic properties of a fault zone. For 
example, macroscopic fracture intensity in the fault core at 
the prefailure and postfailure stages of deformation is 
usually much less than that of the damage zone [Andersson 
et ai., 1991; Chester et ai., 1993; Caine et ai., 1996]. 
Thus, before and after failure the reduced permeability of the 
fault core is dominated by the intergranular porosity and 
microscopic fractures of the fault rocks, whereas the 
permeability of the damage zone is enhanced by the hydrau­
lic properties of macroscopic fracture networks. The 
resulting permeability structure leads to a focusing of fluid 
flow within the damage zone during the prefailure and 
postfailure stages of deformation. During brittle deforma­
tion at failure, however, microscopic to macroscopic 
fractures that open and close within the fault core may allow 
this component to play a more significant, but transient, 
role in transmitting fluid through and across the fault zone. 

When not actively deforming, fault cores commonly act 
as localized barriers that restrict fluid flow across the fault 
zone because of their reduced permeability {1nto~llini and 
Aydin, 1994; Caine, 1996; Evans et ai., 1~:::.~Tl1us, 
during periods of inactivity Localized Deformafion Zones 
may act as localized barriers (Fig. 1). Distributed Deforma­
tion Zones contain networks of both open and closed 
macroscopic fractures throughout their evolution. These 
distributed fracture networks allow DDZs to act as distrib­
uted conduits that enhance fluid flow along the fault zone at 
any time during the cycle of deformation [e.g., Sibson, 
1996; Caine et ai., 1996]. When a damage zone surrounds a 
well developed, low permeability fault core a Composite 
Deformation Zone may have a combined conduit-barrier 
permeability structure. The specific characteristics of each 
permeability structure will depend on in situ stress state, 
fault rock heterogeneity, fracture interconnectivity, and the 
extent of fracture filling by mineral precipitation. 

THREE-DIMENSIONAL DISCRETE FRACTURE-­
MODELS 

We explore the way that fault zone architectures influ­
ence fluid flow by modeling idealized fault zones where 
fractures provide the principal pathways for flow. A 
primary goal is to illustrate how the geometry, variability, 
and intensity of fracturing associated with faulting processes 
might lead to permeability heterogeneity and anisotropy 
within individual fault zone components and the surround­
ing rocks. To do this we simulate fluid flow through a set 
of field-based, three-dimensional, discrete fracture network 

models that represent the four idealized architectural models 
shown in Figure 1. The models are not representations of 
fault zones from actual field sites. Rather, we have used the 
field data to generate realistic and generalized fracture model 
parameters in order to model each of the idealized architec­
tural styles. Specifically, we used fracture density and trace 
length data from the Stillwater Fault Zone. Representative 
fault zone component widths are generalized from field data 
collected along the fault zones in east Greenland where each 
of the four architectural styles are observed. Fracture types 
and orientation data are generalized primarily from the 
Stillwater Fault Zone but are similar to what is observed in 
east Greenland. Other fracture parameters, such as aperture 
and transmissivity, are not taken from field data because 
they are poorly constrained. The choice of these parameters 
and how they are derived are discussed in detail below. The 
fracture data used in constructing the models are summarized 
in Table 1. 

The discrete fracture models are constructed in three 
steps. First, fracture orientation and morphology data from 
field work are organized and plotted on equal area stereonets 
to segregate genetically-related fracture sets. Second, 
statistical fracture network parameters are delineated for each 
type of field data used to constrain the models. Finally, the 
stochastic three-dimensional fracture network models are 
created using the fracture network parameter data and the 
code FracMan TM [Dershowitz et aI., 1996]. 

Several key features of natural fault zones are represented 
in the fracture models and subsequent fluid flow modeling 
experiments. These features include distinct sets of fault­
related macroscopic fractures whose densities and orienta­
tions are mechanically realistic and based on field data. We 
also simulated component specific fracture networks that 
obliterate and replace earlier structures. We investigate the 
mechanical evolution of a single fault zone where each 
idealized model can be viewed as a single step in that 
evolution. Finally, we explore the evolution of permeabil­
ity structure in each of the idealized models through a single 
deformation event. 

FIELD DATA AND SEGREGATION OF FRACTURE 
TYPES 

Fracture data collected along exposures of the footwall of 
the Stillwater Fault Zone provide the primary field-based 
dataset used in parameterizing the models. The Stillwater 
Fault Zone is an active, crustal-scale, seismogenic normal 
fault that lies along the eastern margin of the Stillwater 
Mountains [Parry and Bruhn, 1990; Power and Tullis, 
1989; Bruhn et ai., 1994; Caskey et aI., 1996; Caine and 
Forster, 1997; Seront et at., 1998; Caine, 1999]. The 
architectural style of the Stillwater Fault Zone observed at 
several localities is that of a Composite Deformation Zone. 

Detailed fracture mapping was done along scanlines 
located on sets of outcrop faces oriented roughly parallel and 
perpendicular to the nominal plane of the fault zone [Caine 
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Table 1. Fault zone architectural styles and fracture model parameters. 

Architectural Fault zone Type of Mean 
model and component fracture orientation of 

Mean trace length 
(m), distribution, 

and standard 
deviation d 

Density 
(m'/m') and 
termination 

(%)d 

Total number of 
fractures and 

total density (D) comp on e n t wid ths· setb each set 
(trend/plunge)C 

Single Fracture Fault 
Protolith 10m on each side Extension 090/30 2, Log Normal, 0.5 0.2,0 408 Fractures 

of fault core Cross A 344/26 2, Log Normal, 0.5 0.2, I 
Cross B 196/26 2, Log Normal, 0.5 0.2, I 

Fault Imm Shear 090/00 20, Constant 0.05, 0 

Distributed Deformation Zone 
Protolith 7m on each side Extension 090/30 2, Log Normal, 0.5 0.2,0 708 Fractures 

of fault zone Cross A 344/26 2, Log Normal, 0.5 0.2, I 
Cross B 196/26 ~, Log Normal, 0.5 0.2, I 

Fault Zone 5m Shear A 270/00 6, Constant 4.0,0 
Shear B 090/30 4, Constant 2.0, I 
Step 270/80 4, Constant 1.0, I 
Shear 090/00 20, Constant 0.25, 0 5 fractures with sli p 

Localized Deformation Zone 
Protolith 19m on each side Extension 090/30 2, Log Normal, 0.5 0.2,0 4990 Fractures 

of fault core Cross A 344/26 2, Log Normal, 0.5 0.2, I 
Cross B 196/26 2, Log Normal, 0.5 0.2, I 

Fault Zone 1m Shear A 270/30 0.6, Constant 4.0, 0 
Shear B 090/60 004, Constant 2.0,0 

Composite Deformation Zone ~~~~ " ~ ... : 
Protolith 6m on each side Extension 'l>9O' / 3D 2, Log Normal, 0.5 0.2, 0 5436 Fractures 

ofDZ Cross A 344/26 2, Log Normal, 0.5 0.2, I 
Cross B 196/26 2, Log Normal, 0.5 0.2, I 

Damage Zone 3m on each side Shear A 270 I 00 6, Constant 4.0,0 
of fault core Shear B 090/30 4, Constant 2.0, I 

Step 270/80 4, Constant 1.0, I 

Core 1m Shear A 270/30 0.6, Constant 4.0,0 
Shear B 090/60 004, Constant 2.0,0 

Note: For each model: Fracture model domain size = 20, m by 20 m by 20 m; Flow simulation region = 18 m by 18m by 18 m; No 
matrix permeability; DZ = Damage Zone. 
• Component widths are representative of fault zones from east Greenland where each architectural style is represented. 
b From field observations along the Stillwater and east Greenland fault zones of fracture network sets that are 

mechanically compatible with an Andersonian mechanical model generalized into the model domains. 
C Fracture set orientations are from the types of fractures associated with a generalized Andersonian normal fault zone. 
d From field observations and data collection along the Stillwater Fault Zone. 

and Forster, 1997]. Note that the actual geometry of the 
fault zone is curviplanar to lenticular. Two orthogonal 
scan lines were used to minimize orientation bias. Data 
collected along each scanline include fracture position, 
orientation, type, trace length, apparent aperture, geometry 
(planar, curviplanar, irregular, etc.), roughness, mineral 
fillings, slickenline orientations on slip surfaces, truncation 
and termination style, and age relationships. The fracture 
orientation data are plotted on equal area nets as poles to 
fracture planes (Fig. 2). The data are then contoured and 
individual clusters of data are segregated into distinct fracture 
sets (Fig. 2). The mean vector, or average orientation, for 
each fracture set is computed, and the corresponding Fisher 

dispersions. a measure of the spread of each set, are calcu­
lated [e.g., Marshak and Mitra, 1988]. 

The fracture sets are assigned to a genetic mode of 
formation based on an assumed mechanical compatibility 
with an Andersonian model of a normal fault [Anderson, 
1951; Davis, 1984; Sibson, 19941. as well as field observa­
tions of each fracture type. Figure 2b shows a fault-related 
fracture network composed of shear, extension, and step 
fractures that are primarily found in the damage zone data, 
but not in the protolith data shown in Figure 2a. The 
protolith primarily contains cross fractures while shear 
fractures are notably absent (Fig. 2a). Additionally, the 
presence of quartz-kaolinite mineralization found in the fault 
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Figure 2. Equal area, Kamb contoured poles to all fracture 
data from the Mirrors Locality, Stillwater Fault Zone, Dixie 
Valley, Nevada (C.1. = 2.0 sigma). A: Data from protolith 
only. B: Data from damage zone only. Fractures broken into 
sets from raw data are assigned to a mode of formation based on 
mechanical compatibility with an Andersonian model of a 
normal fault. Relative to the master fault zone the following 
sets are defined: I = Extension; 2 = Shear; 3 = Step; 4a, 4b, and 
4c = Cross fractures. Great circles indicate average orientation 
of master fault zone (066/55). In general, shear and step 
fractures are found within the damage zone while extension and 
cross fractures are found in both the protolith and damage zone. 

core and damage zone fracture networks suggest syntectonic, 
fault-related fluid flow [Power aruJ Tullis, 1989; Caine ad 
Forster, 1997; Seront et al., 1998; Caine, 1999]. The cross 
fractures labeled set 4 in Figure 2 are of uncertain origin. 
The cross fractures are both unfilled and filled with fault­
related mineral assemblages and may be related to an early 
stage of ENE / WSW regional extension [Parry et al., 
1991]. The fault core is dominated by highly silicified and 
comminuted fault rocks where poorly developed macro­
scopic fracturing occurs in generally random orientations. 

The idealized geometric and spatial relationships between 
an Andersonian master fault zone and the subsidiary fracture 
types accounted for in the fracture model!t are illustrated in 
Figure 3. The fracture networks observed along the 
Stillwater Fault Zone may have formed in non-Andersonian 
stress fields, particularly localized stress fields near the fault 
zone. The Andersonian model, however, allows us to link 
the formation of distinct fracture sets in our generalized 
models to a mechanical model for fault-related fracturing. 
Extension fractures are curviplanar to planar, generally 
rough, opening mode fractures that are typically mineral 
filled in the damage zone and unfilled in the protolith. 
Shear fractures are often curviplanar, smooth walled, 
mineral filled, and typically show polished and striated slip 
surfaces. These are interpreted to be Mode 2 or hybrid Mode 
2 and Mode 3 fractures. Step fractures are of uncertain 
origin but they are generally curviplanar, filled and unfilled, 
and form at a high angle to the average orientation of the 
master fault zone and are typically subhorizontal. The step 
fractures may form because of bending stresses related to 
shear during faulting. Alternatively, the step fractures may 
be similar to the linking fractures and small faults found in 
compound fault zones of the Sierra Nevada of central 
California [Martel, 1990]. Cross fractures are typically 
steeply dipping, cut across the fault zone at a high angle, 
are often smooth walled, and are typically filled when in the 
damage zone while unfilled when found in the protolith. 
Because they are generally cut by fault-related fractures, the 
cross fractures are assumed to have formed prior to faulting 
but were hydraulically active during faulting. 

DETERMINATION OF FRACTURE NETWORK 
PARAMETERS 

The field-based stochastic fracture models are created 
using FracMan™. Our first step in model construction is 
to determine fracture density for each fracture set. The total 
number of fractures, from the fracture position field data, for 
each pair of scanlines are input into a trial model. Simu­
lated trace planes, with the same orientations as the outcrop 
faces, are cut from the model volume. The modeled patterns 
of fracture traces are visually compared to photographs of 
each outcrop face and qualitatively evaluated to determine 
how closely the model represents the photograph. The 
fracture models are iteratively regenerated and compared to 
the field data until there is a satisfactory match between the 



model, the photographs, and the statistics of the field data. 
When a satisfactory result is obtained the fracture density is 
calculated by FracMan™ and used in subsequent model 
construction. 

An Enhanced Baecher model [Dershowitz et ai., 1996] is 
found to yield fracture models that best match the field 
observations. The Enhanced Baecher model locates fracture 
centers in a model domain using a Poisson distribution and 
allows for fracture terminations at intersections with 
preexisting fractures [Dershowitz et al., 1996]. The 
Enhanced Baecher model produces fracture sets with rela­
tively uniform spatial distributions and minimal clustering, 
as observed in the field. All fractures in this . study are 
modeled as hexagonal plates with lengths matched to the 
observed variability in fracture traces. Fracture lengths are 
modeled in the protolith and damage zones using a log 
normal distribution. A constant fracture length is used in 
the fault cores. 

Fracture density and orientation are most closely honored 
in the models because these data are most reliably measured 
in the field. Because it is uncommon to see both tips of a 
single fracture exposed along a scanline, fracture length is 
moderately well honored in the models. Length estimates 
are obtained, however, by measuring individual traces 
associated with a specific fracture type wherever they are 
found with both tips exposed. The mean length-eQQ!Pi1ted~ 
for each fracture type is used in generating th~'fra"ciure 
models (Table I). 

Fracture aperture and roughness are elusive parameters 
that we do not attempt to constrain with field data. Because 
it is nearly impossible to measure a meaningful value for 
fracture aperture in the field, uniform fracture apertures of 
100 /lm are initially assigned throughout the fracture 
models. The range of aperture values used in our models are 
reasonable for fractures found in the shallow subsurface and 
are based on measurements [Snow, 1968] and rock mechani­
cal experiments [Krantz et ai., 1979; Witherspoon et ai., 
1980]. We use this approach to illustrate how better 
constrained parameters, such as fracture geometry and 
density, might influence fault zone permeability structure. 
We also examine the effect of reducing fracture apertures 
within the fault,zone as a way of modeling the consequences-­
of fault zone sealing. This illustrates how changes in 
component-specific permeabilities might influence the bulk 
penneability structure of a fault zone and its evolution 
though a defonnation cycle. 

THREE-DIMENSIONAL FRACTURE NETWORK 
MODEL CONSTRUCTION 

We created idealized, three-dimensional fracture network 
models for each fault zone model shown in Figure 4 using 
the statistics of the field data and the FracMan TM code 
[Dershowitz et ai., 1996]. Building each model requires a 
series of input parameters that include the size of the model 
region; mean orientation and dispersion for each fracture set; 
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mean fracture density and spacing model for each set; the 
mean, standard deviation, and probability distribution 
function for lengths in each set; termination percent for each 
set; and the aperture, transmissivity, and storativity for each 
set. For each fault zone component. within each model. 
we use the statistics generated from the iterative process 
discussed above to construct the models. For example. each 
fracture set in each model protolith is constructed using the 
same mean and standard deviation for a log normal length 
distribution, a mean density, and a mean orientation 
randomly chosen within the dispersion range. Thus, each 
final model is an outcrop scale representation (cubes that are 
20 m on a side) of the field-based data; constructed by a 
component-wise piecing together of each part of the model 
domain (Fig. 4). Each model is popUlated with a mechani­
cally compatible network of fractures appropriate for each 

Master 
Fault 
Zone 

Step 
"-__ Fractures 

Extension 
Fractures 

Figure 3. Schematic. field-based cross section of an idealized 
network of mechanically compatible Andersonian fracture 
traces. Fracture orientations with respect to the master normal 
fault zone and extensional stress field are shown. 
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fault zone component based on the field data and the 
Andersonian mechanical model. 

FracMan TM enables us to construct three-dimensional, 
fully interconnected fracture networks within rectangular 
subregions that represent different fault zone components 
within the cubic model domains. The subregions can be 
truncated by. or interconnected with, adjacent subregions. 
The width of each fault zone component (Table 1) is based 
on field data from Caine et ai. [1996] and Caine [1996]. 
Because the topography of curviplanar boundaries found 
between components commonly exhibit large wavelength to 
amplitUde ratios, at the model scale it is reasonable to define 
planar component boundaries. Transitions in fracture 
intensity and geometry observed at component boundaries 
are approximated by generating fractures within one 
component that project into the adjacent component (Fig. 
4). 

Fractured Protolith Model 

Fracture data collected from the protolith of the Stillwa­
ter Fault Zone lead us to include two sets of cross fractures 
and one set of extension fractures in the protolith compo­
nents of each model (Figs. 3 and 4; Table 1). Each fault 
zone model also simulates varying degrees of displacement 
within the protolith blocks. In the models w1~~tivj;lJ.y 
small displacement, the proto lith fracture ne~ ate 
generated continuously throughout the fuB model domain 
(displacements of 0.1 m to 10 m in the SFF and DDZ 
models in Fig. 4). The fault zone and associated deforma­
tion-related fracture networks are superimposed on the 
protolith by offsetting the adjacent regions and adding 
appropriate fracture sets. In the models with larger dis­
placements the protolith blocks are generated separately in a 
pair of rectangular subregions (displacements of 10 m to 
more than 1 km in the LDZ and CDZ models in Fig. 4). 
These are separated by a central region which is subse­
quently constructed as a fault core. The protolith on either 
side of the fault core is distinct, thus simulating the 
juxtaposition of unique fracture networks. Because the 
same fracture parameters are used to construct all protolith 
regions we obtain protolith subregions with similar ffactu~ 
networks. 

Single Fracture Fault Model 

The SFF model comprises a single protolith cube cut by 
a single fracture fault (Fig. 4). Pure dip slip along the fault 

CAINE AND FORSTER 109 

drops the right-hand side of the protolith 0.5 m relative to 
the left-hand side (Fig. 4). The offset is accomplished using 
a 'faulting' option within the FracMan ™ code and results in 
protolith fractures being cut at their intersections with the 
fault. The fault has a displacement trace-length ratio of 
0.025 which is within the range of observed trace length­
displacement ratios found along natural SFFs [e.g., Dawers 
et al .• 1993; Schlische et ai., 1996]. 

The SFF model represents a fault with a highly local­
ized, single slip surface where deformation has been 
accommodated in a network of unlinked individual faults, or 
perhaps along a preexisting discontinuity. The SFF is 
meant to represent a host of small displacement, individual 
faults that occur in a range of different tectonic settings and 
rock ·types. Field examples of SFFs include unlinked 
individual normal fault networks in the Bishop Tuff in 
Owens Valley, California [Dawers et al .• 1993]; individuaf 
strike slip faults in the Northern Shawangunk Mountains of 
south eastern New York State [Caine et al .• 1991; Vermilye 
and Scholz. 1994]; and individual strike slip faults that 
formed along preexisting joints in the Mount Abbot area of 
the Sierra Nevada in central California [Martel, 1990]. 

Distributed Deformation Zone Model 

The fault zone in the DDZ model comprises the 5 m 
wide central portion of the model. It contains a dense 
network of step fractures, extension fractures, and large 
shear fractures (Fig. 4). A total of 10 m of displacement is 
modeled in this zone. The model is constructed within a 
single protolith block that originally occupies the entire 
model volume. The first step in constructing the distrib­
uted deformation zone is to superimpose a set of step 
fractures over a central subregion of the protolith fracture 
network (Fig. 4 and Table 1). 'Deformation' is accommo­
dated along 5 evenly spaced shear fractures, with 20 m trace 
lengths. each of which accommodates 2 m of constant dip 
slip (Fig. 4). The protolith to the right of the fault zone is 
dropped down, in a stepwise fashion, relative to the left­
hand side of the fault zone. After the protolith regions are 
displaced, the fault zone subregion is populated with two 
sets of shear fractures, along which no displacement is 
modeled. These shear fracture sets represent the accompany­
ing subsidiary deformation commonly found in DDZ type 
fault zones. 

While it may be more representative of natural fault 
zones to model smaller amounts of displacement on all of 
the shear fractures in the two superimposed shear fracture 

Figure 4. Three-dimensional views of the four fault zone architectural styles modeled as discrete fracture 
networks. Equal area nets show the poles to a set of fractllres that fall on a y, Z trace plane that passes through the 
origin of each model. This is the same plane for which many of the following figures display model results. The 
number of fractures in each trace plane (ntrace) and the total number of fractures (ntotal) in each model are shown on 
the bottom of each net. Note the NN, PN, PP global coordinate system depiction with the origin (x=O, and 
z=O) at the center of each cube. Each fracture model domain is 20 m by 20 m by 20 m. Shading of the fractures is 
exclusively related to arbitrary 'lighting' chosen in the visualization code (GeomView). 
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sets, it is not possible to accomplish this with efficiency 
using the FracMan ™ code. A series of sensitivity studies, 
not presented here, shows that incremental fault displace­
ments ranging from 10 cm through 100 m has little effect 
on the resulting flow simulation results. Thus, the 
compromises made in modeling the style of displacement 
found in these types of natural fault zones appear to yield a 
satisfactory result. 

Field observations of natural fault zones indicate a 
gradational contact between damage zone (the entire fault 
zone in this case) and protolith with fracture intensities that 
decrease with increasing distance from the center of the fault 
zone [Caine et al., 1996; Caine and Forster, 1997]. This 
transition zone is simulated in the models by placing some 
fracture centers close to the protolith / fault zone boundary 
such that the fractures associated with each component 
project past the boundary into the adjacent component. 

The DDZ model represents a fault zone where strain is 
accommodated by a distributed fracture network composed 
primarily of shear fractures. Natural examples of fault 
zones of this type are found in normal displacement Hill 
fault / fracture meshes [Hill, 1977; Sibson, 1996; Caine et 
al., 1996]; some fault zones dominated by swarms of 
deformation bands such as those found in southern Utah 
[Antonellini and Aydin, 1994]; and strike slip compound 
fault zones in the Sierra Nevada [Martel, 1990]. Other 
types of DDZs that accommodate much larger displacements 
include ancient and modem accretionary prism decollements 
found along the Barbados margin [Modre alJ!!:V-!olijk, 1992; 
Screaton et al., 1990] and in the Newfoufullarftt Appalachi­
ans [Caine, 1989] respectively. 

Localized Deformation Zone Model 

The fault zone in the LDZ model contains aIm wide 
fault core region, simulated as a very dense network of 
small shear fractures. The fault zone is sandwiched between 
two separately generated, but similar, protolith subregions 
as described above (Fig. 4 and Table 1). This model 
represents a highly localized fault zone that has undergone a 
history of episodic displacement and associated cataclastic 
deformation. In this case the original protolith rock fracture 
fabric has been obliterated through a large amount of 
deformation (from 100 m to greater than 1 km of displace­
ment). 

While the fractures used to represent the fault zone are 
much larger (mean fracture length = 0.5 m, see Table 1) 
than the microscopic fractures and pore space that we 
believe controls flow in the cores of inactive fault zones, 
the computational capacity required to model fluid flow 
through such a detailed fracture network is immense. 
Although it would be preferable to represent the fault core 
as an equivalent porous medium, the fluid flow simulator 
we use cannot easily model the dual porosity of a fractured 
porous media. 

The sharp contact often observed [Caine et al., 1996; 
Caine, 1996] between fault core and damage zone (or 
protolith) is preserved in the models while also preserving 
fracture continuity between the components. This is 
accomplished by allowing the fault core fractures to extend 
0.25 m into the adjacent components (Fig. 4). The high 
density, constant length fractures modeled in the fault core 
yield a distinct boundary because fracture centers located near 
the boundary project a similar distance into the adjacent 
component. 

In the LDZ model, and the CDZ model discussed below, 
we simulate displacements that are much greater than the 
size of the model domain. Thus, we. generate separate 
proto lith regions as described above. Field examples of the 
LDZ type of fault zone are found along several segments of 
the very large displacement San Gabriel strike slip fault 
zone in southern California [Anderson et al., 1980; Chester 
et al., 1993; Caine et al., 1996] and along isolated segments 
of two large displacement normal faults in east Greenland 
[Caine, 1996]. 

Composite Deformation Zone Model 

The CDZ model is composed of two different protolith 
subregions separated by damage zones superimposed on the 
protolith. AIm wide fault core containing a dense shear 
fracture network similar to the core created for the LDZ 
model is placed between the two 2.5 m wide damage zones 
(Fig. 4 and Table 1). This model represents a fault zone 
where deformation is initially accommodated by distributed 
deformation. Later phases of faulting are then accommo­
dated within a narrow zone of localized deformation [Caine 
et al., 1996]. Field examples include the Stillwater Fault 
Zone and normal faults found on Traill Island in east 
Greenland [Caine et al., 1996; Caine, 1996]. The protolith 
and damage zone fracture networks in the CDZ model are 
equivalent to those used in constructing the DDZ model. 

SIMULATING FLUID FLOW IN FAULT ZONE 
MODELS 

Numerical simulations of fluid flow through the discrete 
fracture network models are performed using the finite 
element simulator Mafic™ [Miller et al., 1995]. The 
simulation results illustrate how fracture networks influence 
the relative magnitudes and anisotropies of the bulk 
equivalent permeabilities associated with each fault zone 
component and each full fault zone model. In the finite 
element model all fractures are assumed to act as parallel, 
smooth walled conduits with rectangular cross sections. 
This assumption is commonly made when modeling fluid 
flow through discrete fracture networks [Snow, 1968; 
Witherspoon et al., 1980; Long et al., 1982]. Thus, each 
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element in the mesh is assigned a fracture transmissivity, T, 
that can be directly related to fracture aperture a: 

a3 pg 
T=--

12 J.l 
(1) 

where Tis fracture transmissivity [L2rr), a is aperture [L], p 
is the fluid density [MlL3] , g is the acceleration due to 
gravity [UT2

], and J.l is the dynamic fluid viscosity [MILT] 
(M=mass, L=length, T=time). Assuming the fluid is 
aqueous, at standard temperature and pressure, equation (1) 
yields the following approximate relationship between 
transmissivity and aperture: 

(2) 

where aperture is expressed in meters and transmissivity is 
expressed in meters squared per second. Single values for 
transmissivity and aperture are assigned to each individual 
fracture in each model. Transmissivities used in this study 
range from lxIO- 12 m21s to lxlO·3 m2/s (corresponding to 
apertures from 1 /lm to 1000 /lm) and are varied uniformly 
within each fault zone to illustrate how variations in 
fracture aperture influence the hydraulic properties of the 
idealized models. - -_ -- . .' 

Mafic TM is used to compute the steady state ~tien 
of hydraulic head at each node in the model domains. In 
addition. volumetric fluid fluxes are computed along 
external boundaries and fluid velocities are computed within 
each fracture element. The Galerkin finite element method 
is used to solve the governing equation for two-dimen­
sional, steady state fluid flow subject to the boundary 
conditions imposed on each model domain. MeshMaker™ 
is used to create two-dimensional triangular elements 
constructed within each of the fracture planes that comprise 
the fully three-dimensional fracture network models. The 
MeshMaker™ and Mafic™ codes are described by Miller et 
al. [1995] and Dershowitz et al. [1996]. 

A series of numerical, one-dimensional flow experi­
ments are used to calculate directional. bulk fault zone 
permeabilities. Boundary conditions are applied to a cu~, 
18 m on a side. cut from the 20 m fracture model domains 
(Fig. 5). This slight reduction in model size ensures that 
each flow simulation boundary will have a sufficient 
number of intersecting fractures to allow interconnection 
and flow. The size of the model domains were chosen to 
represent outcrop scale permeability structures as well as to 
allow for computational efficiency. The calculated perme­
abilities are intended to provide a measure of the combined 
effect of fluxes and gradients within the discrete fracture 
models. Equivalent permeabilities are not computed for use 
in continuum-based flow simulators, but to provide a useful 
parameter for comparing the model results obtained for each 
architectural style. Thus, the results are strictly valid only 
for the length and volume scales modeled. 

CAINE AND FORSTER III 

Three mutually-perpendicular flow directions, relative to 
the orientation of the fault zone, slip vector, and fault­
related fracture fabric are simulated for each case. These 
directions are referred to as the NN, PN, and PP directions 
(where N=normal and P=parallel). The first symbol in this 
notation refers to the direction of flow relative to the 
orientation of the nominal plane of the fault zone and the 
second refers to the direction of flow relative to the slip 
vector. For example, NN symbolizes one-dimensional flow 
that is normal to the strike of the fault zone and normal to 
the orientation of the slip vector (Fig. 5). 

In each simulation, a uniform hydraulic gradient of 0.06 
is applied across a pair of opposing model faces for each 
flow direction. This gradient is consistent with regional 

pp 

PP 
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PN 
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Figure 5. Schematic block diagrams depicting the direction 
of flow in each numerical flow experiment relative to the fault 
zone, slip vector, and boundary conditions. In each diagram 
the darkest gray panel represents the orientation of the 'plane' 
of the fault zone and the orientation of the slip vector (short 
arrow), The intermediate gray panels represent a constant head 
boundary across which there is a hydraulic gradient of I and 
through which each one-dimensional flow experiment was 
simulated. The lightest gray panels represent constant flux 
boundaries where q = O. NN represents flow normal to the fault 
zone and normal to the slip vector; PN represents flow parallel 
to the fault zone and normal to the slip vector; and PP repre­
sents flow parallel to the fault zone and parallel to the slip 
vector. Note the NN, PN, PP global coordinate system depic­
tion and scale bar. 
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scale flow system gradients. Uniform values of hydraulic 
head are set on a pair of opposing model faces. Zero flux 
conditions are set on the remaining four faces. The total 
volumetric fluid flux computed between the two opposing 
faces is used to compute the equivalent bulk permeability, 
k, of the specified fault zone component, or full model 
domain, in each mutually-perpendicular (NN, PN, PP) 
direction (Fig. 5). Equivalent bulk permeabilities are 
calculated in each of the three directions using: 

k=~R 
pg fA 

(3) 

where Q is the simulated volumetric flow rate [err], f 
[dimensionless] is the specified hydraulic gradient, A [U] is 
the specified cross sectional area across which the discharge, 
Q, flows, k is the calculated permeability [L2

], p is the fluid 
density [MIL3

], g is the acceleration due to gravity [Lrr2
], 

and J.l is the dynamic fluid viscosity [MILT]. 

FLUID FLOW SIMULATION RESULTS 

The primary goal of the fluid flow simulations is to 
examine the way that changes in fracture orientation, 
density, geometry, and aperture influence the relative 
magnitude of permeability heterogeneity and anisotropy 
within individual fault zone components and within the full 
model domains. Results obtained for ea~~-@Qel -are also 
used as static analogs to illustrate snapshotSi~ s(~pwise 
evolution of the permeability structure of a fault zone 
during a deformation cycle. The model results highlight the 
interplay of structural and hydraulic properties at the scale of 
individual fault zone components and at the scale of a full 
fault zone in its proto lith. 

Permeability Structure o/the Fault Zone Components 

An important goal of this modeling study is' to examine 
the ways that different fault zone architectural styles might 
lead to the permeability structures observed in situ. The 
results of in situ permeability tests performed in natural 
fault zones formed in crystalline rocks [e.g., Davison and 
Kozak, 1988 and Andersson et al., 1991] indicate that fault 
zone permeabilities may vary over at least six orders of 
magnitude within distances as small as 1 m or less. The 
significant role that permeability heterogeneity within fault 
zones might play in controlling patterns and rates of fluid 
flow, within and near a fault, is also suggested in the results 
of regional-scale, two-dimensional [Forster and Evans, 
1991] and three-dimensional fluid flow simulations [Lopez 
and Smith, 1996]. Realistic estimates of fault zone 
architecture and permeability structure, however, were 
unavailable at the time the earlier studies were performed. 
The work presented here provides a geological basis for 
estimating the bulk permeability of individual fault zone 

components (using Equation 3) as a first step in evaluating 
the heterogeneous permeability structure of different fault 
zone types. 

Equivalent bulk permeabilities obtained for the protolith 
subregions, and each fault zone component, are shown in 
Figure 6 as sets of three log (k) values, in m2

, for each flow 
direction (NN, PN, PP). These results are summarized in 
Table 2. The calculated geometric mean permeabilities are 
shown to provide insight into the bulk permeability of each 
fault zone component, averaged over the three flow direc­
tions. Permeability ratios (Table 2) provide insight into the 
permeability contrasts that yield a bulk permeability 
anisotropy at the fault zone scale. PermMbility ratios are 
computed by comparing permeabilities calculated in the PP 
(kpp) and PN (kpN) directions to that of the corresponding 
permeability in the NN direction (kNN). 

In order to determine the degree of potential variability 
in computed permeabilities a series of 20 protolith blocks 
were constructed, as described above, using the identical 
parameters and a different random seed for each model. 
Flow was simulated in each of the three directions in each 
block and the corresponding permeabilities were computed. 
Table 3 shows the results of these experiments which 
indicate that the spread of permeability values are small 
(approximately factors of 2 to 4 from one model to another 
with maximum anisotropy of less than one order of 
magnitude). The variability in computed permeabilities for 
the damage zone and fault core components is likely smaller 
because their fracture densities are much higher. 

Two categories of computed results are presented in 
Figure 6. First, equivalent bulk permeabilities are com­
puted for the protolith and each fault zone component using 
a single fracture aperture of 100 !!m. Using constant 
aperture illustrates how fault zone architecture alone (e.g., 
changes in fracture density, fracture orientation, and compo­
nent geometries) affects fluid flow. Second, fracture 
apertures in the fault zone only are reduced from 100 !!m to 
10 !!m. Note that the fault zone in the CDZ model 
comprises both a damage zone and a fault core (Fig. 4). 

Figure 6 reveals the computed variations of anisotropy 
and mean permeability in the protolith of each model. In 
the protoliths modeled here the similar fracture networks 
yield no consistent orientation for kma• or kmin , as different 
results might be expected for protoliths of different lithol­
ogy or that have undergone different geologic histories. 
Permeability ratios (kNN : kpN : kpp) in the protolith vary 
from 1 :0.2:0.8 to as high as 1 :4.7 :0.4 with the orientation 
of kmax varying between parallel or perpendicular to the fault 
zone (Fig. 6 and Table 2). 

In contrast to the protolith, the fault zone fracture 
networks result in permeability anisotropy where kmin is 
always oriented perpendicular to the fault zone, in the NN 
direction, except in the SFF model (Fig. 6). Permeability 
anisotropy in the non-SFF fault zones yields ratios that 
range from I :3: I to I :6:5 (Table 2). Thus, anisotropy 
within individual fault zone components is relatively small 
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6. 1 OOl!m and 6. 101!m: Flow Normal to Fault Zone and Slip Vector (NN) 
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Figure 6. Bulk log permeabilities of eacfi l'~t!r ancl each fault zone calculated from model results for each of 
the three flow directions (NN = triangles, PN ~reles, imd PP = squares). SFF is the single fracture fault model, 
DDZ is the distributed deformation zone model, LDZ is the localized deformation zone model, and CDZ is the 
composite deformation zone model (note that the fault zone in the CDZ model includes a damage zone and a fault 
core). The filled set of points show the permeability structure where fracture apertures are uniformly 100 Ilm in 
each fault zone component. The hatched points show the permeability structure where the protolith and damage 
zone fracture apertures are uniformly 100 Ilm and fault zone fracture apertures are 10 Ilm. The horizontal dashed 
line is shown for reference to an average protolith value for each model. 

and similar to that of the protolith. It is, however, note­
worthy that the permeability ratio is the largest in the bDZ 
model (Fig. 6 and Table 2). This is because the fault zone 
is composed of a network of very long (-5 m), high density 
(7 m2/m3), shear fractures as compared with the very short 
(-0.5 m), high density (6 m2/m 3

), shear fracture network in 
the LDZ and CDZ models (Tables 1 and 2). This suggests 
that fracture length and orientation is more important -than-­
fracture density 'in controlling bulk anisotropy at the fault 
zone component scale. 

Bulk permeability anisotropy of a fault zone is influ­
enced by the anisotropy of individual fault zone components 
combined with the integrated effect of permeability contrasts 
between components. Permeability contrasts between 
components is estimated by comparing the geometric mean 
permeabilities (Table 2) computed for each component. The 
uniform, 1 00 ~m cases yield permeability contrasts between 
the fault zones and protoliths that range between one and 
two orders of magnitude for the DDZ, LDZ, and CDZ 
models. These relatively large contrasts can cause signifi­
cant changes in the patterns and rates of fluid flow in porous 
or fractured media that would not otherwise occur in 

homogeneous, isotropic permeability structures [Freeze and 
Cherry, 1979]. The enhanced permeability of the fault 
zones in these models occurs because they contain higher 
density fracture networks that include both long shear 
fractures and small step fractures (Table 1). 

The SFF model is a special case where kNN is undefined 
because the permeability across the open space in the single 
fracture is infinite. However, if the single fracture is filled 
with fine-grained comminuted or precipitated minerals, it 
will have an internal permeability with magnitude and 
anisotropy dictated by the pore structure and/or microscopic 
to macroscopic fractures. The permeability contrast 
between the protolith and the fault in the. SFF model is up 
to five orders of magnitude because the permeability of a 
single relatively open fracture is very high compared with 
that of even a dense network of fractures (Fig. 6). 

The possible impact of fault zone sealing by progressive 
comminution and mineral precipitation is modeled in each 
architectural style by varying fracture aperture within each 
fault zone from 1 to 1 000 ~m (Table 2). A subset of these 
results is shown in Figure 6. A large reduction in equiva­
lent permeability occurs when fracture aperture is changed 
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Table 2. Fault zone architectural modeling results for bulk component permeabilities. 

Component Architectural Geometric mean Permeability Permeability in NN, PN, PP k .... : km,• 
directions aperture component permeability of indirections normalized to the 

(~m) NN, PN, PP NN direction NN direction 
directions (m') (m') NN PN PP 

Single Fracture Fault 
100 Protolith 

1000 
100 
10 
I 

Fault 
Fault 
Fault 
Fault 

Distributed De/ormation Zone 

7.4E-15 

9.8E-08 
9.8E-tO 
9.8E-12 
1.0E-13 

100 Protolith 1.9E-14 

1000 
100 
10 
I 

Localized 
100 

1000 
100 
10 
I 

Fault Zone 
Fault Zone 
Fault Zone 
Fault Zone 

De/ormation Zone 
Protolith 

Fault Zone 
Fault Zone 
Fault Zone 
Fault Zone 

Composite De/ormation Zone 
100 Protolith 

1000 
100 
10 
I 

1000 
100 
10 
I 

Damage Zone 
Damage Zone 
Damage Zone 
Damage Zone 

Core 
Core 
Core 
Core 

4.IE-IO 
4.IE-13 
4.IE-16 
4.IE-19 

9.2E-15 

I.IE-lO 
I.IE-13 
I.IE-16 
1.IE-19 

2.0E-14 

4.7E-IO 
21-:,7 E.::j:3 ,,: 
4.7}5.,.t&-<: 
4.7E-19 

4.3E-10 
4.3E-13 
4.3E-16 
4.3E-19 

1.3E-14 

9.8E-08 
9.8E-IO 
9.8E-12 
1.0E-13 

1.1 E-14 

I.3E-IO 
I.3E-13 
I.3E-16 
I.3E-19 

1.4E-14 

7.4E-11 
7.4E-14 
7.4E-17 
7.4E-20 

1.6E-14 

2.IE-IO 
2.IE-13 
2.IE-16 
2.IE-19 

2.IE-IO 
2.IE-13 
2.IE-16 
2.IE-19 

0.2 

1.0 
1.0 
1.0 
1.0 

3.3 

6.3 
6.3 
6.3 
6.3 

0.4 

2.6 
2.6 
2.6 
2.6 

4.7 

3.7 
3.7 
3.7 
3.7 

3.7 
3.7 
3.7 
3.7 

0.8 

1.0 
1.0 
1.0 
1.0 

1.5 

5.4 
5.4 
5.4 
5.4 

0.8 

1.3 
1.3 
1.3 
1.3 

0.4 

2.9 
2.9 
2.9 
2.9 

2.4 
2.4 
2.4 
2.4 

NN:PN 

IS01ROPIC 
IS01ROPIC 
IS01ROPIC 
IS01ROPIC 

PP:PN 

PN:NN 
PN:NN 
PN:NN 
PN:NN 

NN:PN 

PN:NN 
PN:NN 
PN:NN 
PN:NN 

PN:PP 

PN;NN 
PN:NN 
PN:NN 
PN:NN 

PN:NN 
PN:NN 
PN;NN 
PN:NN 

Note: For each fault zone component model run: No matrix permeability; Initial conditions @ time=O, head=O, and fJux=O; 
Hydraulic gradient = I; Steady state flow; km .. and km!. refer to the directions of maximum and minimum permeability. 

because total volumetric flux through a fracture is related to 
the cube of fracture aperture: 

(4) 

where W is the width [L] of the fracture measured normal to 
the direction of flow within the fracture plane. Thus, a 10-
fold change in fracture aperture yields a LOOO-foid change in 
the value of Q that, in turn. yields a 1,000-fold change in 
bulk permeability (Equation 3). 

Figure 6 and Table 2 illustrate how closure of the fault 
zone fractures from 100 to IO Ilm in the DDZ and LDZ 
models reduces the bulk permeability of the fault zones by 
three orders of magnitude. This produces a fault zone with 
significantly lower permeability than the surrounding 

protolith. As a consequence, hydraulic gradients oriented 
subparallel to the fault zone (e.g., PP and PN directions) 
would cause most fluid to flow through the adjacent 
protolith while flow across the fault zone would be re­
stricted by its reduced permeability. Note that the 
anisotropy of the fault zones remain unchanged because all 
fracture apertures are uniformly reduced. 

Reducing fracture apertures in the core of the CDZ 
model reduces the bulk permeability of the core while 
leaving the damage zone as a primary pathway for fluid 
flow. The resulting permeability structure produces a 
combined conduit-barrier flow system similar to those 
described by Forster and Evans [1991], Caine et al. [1996], 
and Evans et al. [1991]. In this type of system, fluid flow 
across the fault zone is restricted and redirected in directions 
parallel to the nominal orientation of the plane of the fault 
zone [Caine et al., 1996]. 
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Table 3. Fault zone architectural modeling results: variation in bulk penneability of protolith multiple realizations. 

Flow Permeability range of 20 Arithmetic mean permeability Standard deviation of 
direction realizations (m') of 20 realizations ~m') l2ermeabilitl (m') 
NN 4.7E-15 to 1.2E-14 7.6E-15 2.2E-15 
PN 2.2E-15 to 8.8E-15 5.0E-15 1.6E-15 
PP 5.IE-15 to 1.3E-14 9.7E-15 J.8E-15 

Note: For each protolith realization: Fracture model domain size = 20 m by 20 m by 20 m; Flow simulation region;::: 18 m by 18 
m by 18 m; No matrix permeability; Initial conditions @ time=O, head=O, and flux=O; Hydraulic gradient;::: I; Steady state 
flow; Apertures are unifonnly 100l1m with transmissivities of 10'" mlls. All parameters are the same for each of the 20 
realizations modeled. 

Permeability Structure o/the Full Fault Zone Models 

The previous section outlined how fluid flow simula­
tions help to understand the permeability magnitude and 
anisotropy of different fault zone components. The follow­
ing section describes the results of a similar approach used 
to assess how combining different component types 
influences the bulk permeability magnitude and anisotropy 
of each full model domain (Table 4 and Fig. 4). In this 
section, bulk model permeabilities are computed at each of 
four stages in an idealized fault zone evolution. This 
provides insight into the time-dependent evolution of fault 
zone permeability structure and is an important first step in 
defining geologically plausible and heterogeneou~~m'le~.;-
ability structures. ',,- -. 

Equivalent bulk permeability values obtained for each 
full model domain (Fig. 4) are shown in Figure 7 as sets of 
three log (k) values, in m2, for each flow direction. These 
results are also summarized in Table 4. Again, calculated 
geometric mean permeabilities and permeability ratios (kNN : 

kpN : kpp) provide insight into the averaged bulk permeabil­
ity and anisotropy of each model (Table 4). 

The impact of fracture opening and closure during fault 
zone evolution is approximated by uniformly varying 
fracture apertures in each fault zone from 1 to 1000 Ilm 
(Table 4 and Fig. 7). The uniform fracture aperture cases of 
100 Ilm are assumed to represent an intermediate stage in 
the evolution of a fault zone that undergoes an idealized 
mechanical deformation cycle from pre failure, to failure, to 
postfailure. Stepwise fracture closure from 100 Ilm to- 10 
~m and then to I Ilm represents a series of postfailure to 
prefailure stages with progressively more extensive fracture 
sealing. Uniformly increasing fracture apertures to 1000 
~ in the fault zones represents the increase in permeability 
that likely occurs during failure. 

Flow simulation results obtained for the uniform 
aperture case suggest that the SFF and LDZ full models are 
effectively isotropic with bulk permeability values similar 
to that of the protolith (_10.14 m2). This result is obtained 
because fluid flow both parallel (PP, PN directions) and 
nonnal (NN direction) to the fault zone is effectively 
controlled by the protolith. With an aperture of 100 Ilm, 
the fauIt in the SFF model transmits insufficient fluid to 

influence the bulk flow through the model domain. The 
higher density network of shear fractures in the fault zone of 
the LDZ model provides only a small (factor of two) 
increase in bulk permeability parallel to the fault zone (SFF 
fault zone fracture density = 0.05 m 2/m 3 versus LDZ fault 
zone fracture density = 6 m2/m3

, Table 1). 
In contrast, incorporating high density, long shear and 

step fractures in the fault zones of the DDZ (7 m2/m 3
) and 

CDZ (13 m 2/m 3) models yields a large (one order of 
magnitude) increase in bulk permeability parallel to the 
fauIt zone at the full model scale (PP and PN directions). 
This suggests that fracture length and orientation has a 
greater impact on anisotropy than does fracture density at 
the full model scale, as it did at the component scale. As a 
consequence, the fault zone can act as a conduit for fluid 
flow in directions parallel to the fault zone at this interme­
.diate stage in fault evolution. 

During failure a net increase in fracture aperture is 
expected within the fault zone, even though some fractures 
open while others close (e.g., dilation versus shearing). 
This effect is simulated by uniformly increasing fracture 
apertures in each fault zone from 100 to 1000 Ilm. In the 
DDZ, LDZ, and CDZ models the bulk permeability normal 
to the fault zone is slightly enhanced by a factor of two to 
three (Fig. 7 and Table 4). Increasing the aperture in the 
SFF model, however, has little impact on bulk 
permeability normal to the fault because the protolith 
fracture network controls flow normal to the fault. In all 
cases the 100fold increase in fracture aperture yields a large 
increase in permeability parallel to the fault zone (two to 
three orders of magnitude: Fig. 7 and Table 4). 
Permeability anisotropy ratios of two to three orders of 
magnitude demonstrate that fluid flow will be focused into 
the fault zone whenever the hydraulic gradient is not exactly 
perpendicular to the fault. Thus, at failure great potential 
exists, from a fault zone architecture and permeability 
structure standpoint, for significant fault-related fluid flow 
as demonstrated from many field studies [e.g., Sibson, 
1994; Newman and Mitra, 1994; Goddard and Evans, 1995; 
Caine, 1996]. 

In summary, mineral comminution, stress relaxation, 
and mineral precipitation localized in the fault core progres­
sively seal fault zones during the postfailure stage of 
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Table 4. Fault zone architectural modeling results: full model permeabilities. 
Fracture 
apertures 
in fault 
zone (/lm) 

Architectural 
model 

Geometric mean 
permeability of 

NN, PN, PP 
directions (ml) 

Permeability in 
NN direction 

(ml) 

Permeability in NN, PN, PP 
directions normalized to the 

NN direction 

k m •• : k m1n 

directions 

NN PN PP 

1000 SFF 
DDZ 
I.DZ 
CDZ 

4.3E-13 
1.1 E-ll 
I.SE-12 
3.SE-12 

1.3E-14 
3.1E-14 
3.0E-14 
4.6E-14 

1.9E+2 
7.SE+3 
6.2E+2 
8.SE+2 

1.9E+2 
6.5E+3 
3.4E+2 
5.0E+2 

PN:NN 
PN:NN 
PN:NN 
PN:NN 

100 SFF 
DDZ 
IDZ 
CDZ 

1.7E-14 
1.1 E- \3 
2.IE-14 
1.1 E-l3 

I.3E-14 
I. 9E-14 
1.4E-14 
2.4E-14 

I.OE+O 
I.4E+l 
2.0E+0 
I.2E+1 

2.0E+0 
1.2E+I 
2.0E+0 
9.0E+O 

PP:NN 
PN:NN 
PN:NN 
PN:NN 

10 SFF 
DDZ 
I.DZ 
CDZ 

1.4E-14 
6.4E-IS 
4.4E-IS 
3.SE-14 

1.2E-14 
4.SE-16 
3,SE-16 
9.SE-J6 

1.OE+0 
S.SE+I 
7.2E+I 
2.9E+2 

1.0E+0 
4.0E+I 
2.0E+I 
2.0E+2 

ISOTROPIC 
PN:NN 
PN:NN 
PN:NN 

SFF 
DDZ 
I.DZ 
CDZ 

I.3E-14 
6.6E-16 
4.2E-16 
3.SE-IS 

I.2E-J4 
S.2E- J 9 
3.4E-19 
I.OE-IS 

I.OE+O 
S.3E+4 
S.IE+4 
2.SE+S 

I.OE+O 
3.7E+4 
2.5E+4 
1.9E+5 

ISOTROPIC 
PN:NN 
PN:NN 
PN:NN 

Note: For each full model run: Fracture model domain size == 20 m by 20 m by 20 m; Flow simulation region == IS m by J S m by 
J S m; No matrix permeability; Initial conditions @ time=O, head=O, and tlux==O; Hydraulic gradient I; Steady state flow; krnox 
and kmin refer to the directions of maximum and minimum permeability. 

defonnation [e.g., Power and Tullis, 1989]. Reducing 
fracture apertures in each fault zone from 100 to 10 Ilm, 
then to 1 Ilm (Fig. 7 and Table 4) mi~ She. way that 
reduced fault zone penneability might ~se:significant 
reductions in bulk penneability nonnal to the fault zone 
(one to two orders of magnitude for the 10 Ilm case and four 
to five orders of magnitude for the I Ilm case). Penneabil­
ity parallel to the fault zone, however, is little affected by 
sealing because fluid directed toward the fault zone is 
primarily transmitted through the adjacent protolith in the 
SFF, LDZ, and DDZ models, or in the damage zone of the 
CDZ model (Fig. 7 and Table 4). The net effect of this 
significant anisotropy resulting from sealing causes 
redirection of fluid flow. For example, progressive sealing 
during the postfailure stage of defonnation leads to a 
penneability structure that directs flow along the outside of 
a low-penneability fault zone when hydraulic gradients are 
not exactly perpendicular to the fault zone, Under the same 
hydraulic conditions, significant penneability enhaocement 
in fault zone-parallel directions can occur during failure to 
cause fluid flow to be focused in the fault zone. As the 
defonnation cycle continues, sealing in the fault zone causes 
progressively less fluid to flow through it as flow is 
redirected through the adjacent protolith. Additionally, 
when fracture aperture between components is not unifonn; 
fracture length, orientation, and density become less 
important than aperture in controlling anisotropy at the full 
model scale. 

Patterns of Fault-Related Fluid Flux 

The patterns and rates of fluid flux within and near a 
fault zone are thought to play an important role in the 
processes of fault zone sealing, mineral deposition, hydro­
carbon migration, solute transport. geothennal fluid 
migration, and evolution of fault zone strength due to 
reequilibration of pore fluid pressures before, during and 
after failure events. For example, fault zone sealing can, in 
part, be attributed to mechanical processes such as grain-size 
reduction [Chester and Logan. 1986; Hippler. 1993J. 
However, aqueous geochemical reactions are also an integral 
part of sealing and other processes [Knipe, 1993; Fisher am 
Knipe, 1998; Caine, 1999J. Graphic illustrations of the 
magnitudes and directions of fluid flux within each fault 
zone architectural model help to conceptualize the spatial 
variations of fluid flux and how those variations might 
influence fault zone evolution (Figs. 8 and 9). 

Flux magnitude plots (Fig. 8) are created using the 
three-dimensional fluid flux vectors computed at the centroid 
of each triangular finite element. The plots show the flux 
results located within a I m wide, vertical slab parallel to 
the PP and NN flow directions centered within each model 
domain. The values of fluid fluxes computed at each 
element centroid are first projected onto a single plane and 
then contoured. Using a thin slab from the full model 
domain allows a limited amount of the three-dimensional 
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Figure 7. Bulk log permeabilities for each full model domain calculated from model results for each of the three 
flow directions (NN = triangles, PN = circles, and PP =- squares). Results for each model (SFF, DDZ, LDZ, and CDZ) 
show the progressive closure of fault zone fracture apertures uniformly from I 11m to 1000 11m. The protolith and 

damage zone fracture apertures are uniformly 100 11m in each model. 

structure to come into view without obscuring the 

'!?e two-dimensional flux vector plots of Figure 9 show 
dll'eCtions of fluid flux within a I cm thick, vertical slab 

within the 1 m wide slab used to create the flux 
maps of Figure 8. Only the y and z components 

flux are used because it is difficult to present the 
vectors that fully capture all aspects of 

the fluid flow patterns. The reader must note that the actual 
three-dimensional flow directions are different. With this 
cautionary note in mind, however, insight can be gained 
from the flux vector plots. 

The detailed variability of fluid flux shown in Figures 8 
and 9 can be directly linked to the variations in fracture 
density, orientation, trace length, interconnectivity, and 
aperture associated with the protolith and each fault zone. 
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Note that Figures 8 and 9 are created only for prefailure and 
postfailure stages of deformation where fracture apertures in 
each fault zone are assigned a value of 10 !lm while all 
other fractures are 100 !lm. Large gradients in fluid flux 
(several orders of magnitude) found both within and between 
fault zone components highlight the location of important 
transitions between regions of low and high fluid flux in 
each model (Fig. 8). 

Consider the results presented in Figures 8 and 9 for the 
SFF model. Fluid fluxes (Figs. 8a and 8e) are uniformly 
high within the protolith regardless of gradient orientation 
while fluxes in the 10 !lm, single fracture fault are several 
orders of magnitude lower. The corresponding fluid flow 
vectors of Figures 9a and 9b clearly illustrate how the 
overall direction and the detailed patterns of flow differ 
between the two flow directions (NN versus PP flow). 
Detailed variations within the protolith of the SFF model 
reflect the internal variation of fracture interconnectivity. 

Results obtained for the DDZ model emphasize the 
observations made in the previous sections regarding the 
way that the reduced fracture apertures (10 versus 100 !lm) 
in the fault zone cause the bulk of the fluid moving parallel 
to the fault to be transmitted at higher flux rates through the 
proto!ith (Figs. 8f and 9f). When the hydraulic gradient is 
normal to the fault zone flow is restricted by smaller 
fracture apertures in the fault zone. This causes---ttn~es jJ:l 

the protolith of the DDZ model (Figs. 8b and~9)"iO ~ 
reduced by several orders of magnitude below that of the 
SFF model (Figs. 8a and 9a). In the case of flow in the NN 
direction, flux variations are much reduced within the model 
domain (Fig. 8b) when compared to the variations computed 
for flow in the PP direction (Fig. 8f), Similar results are 
obtained for the thinner fault zone in the LDZ model (Figs. 
8c, 8g, 9c, and 9g), 

Fluid flux magnitudes and flux vector patterns obtained 
for the CDZ model reveal an interesting aspect of fault­
related fluid flow, When the hydraulic gradient is normal to 
the fault zone, fluid fluxes in the fault core are greater than 
those found in both the damage zone and the protolith. 
This occurs because the lower permeability protolith defines 
the overall rate of fluid delivered to both the damage zone 
and the fault core (Table 2). The large aperture (l00 !lm). 
long length (-5 m), high density (7 m2/m3

) fracture network 
in the damage zone, on the right-hand side of the fault core, 
efficiently transmits the fluid from the protolith to the core 
at reduced fluxes. Yet, the small aperture (10 !lm), short 
length (-0.5 m), high density (6 m2/m3

) fracture network in 
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the fault core must transmit the fluid at much higher fluxes 
to the damage zone on the left-hand side of the fault core 
(Figs. 8d and 9d). Note that the fracture density in the fault 
core and damage zone are one order of magnitude greater 
than that of the protolith (0.6 m 2/m 3

, see Table 1). This 
suggests that, at a one order of magnitude difference between 
component apertures, fracture aperture has a much larger 
effect on flux than does fracture orientation, density, and 
length at the full model scale. Although a similar effect 
occurs for flow normal to the fault zone in all models, the 
two-component fault zone of the CDZ model amplifies the 
effect (Figs. 8a, 8b, 8c, and 8d). The fault core of the CDZ 
model (Figs. 8d and 9d) forms a localized zone of high 
fluxes when flow is directed normal to the fault, similar to 
what is hypothesized for natural fault zones [e.g., Sibson, 
1996), 

DISCUSSION AND 1M PLICA TIONS FOR NATURAL 
FAULT ZONES 

The fault zone models shown in Figures 1 and 4 can be 
viewed as sequential steps in the mechanical initiation and 
growth of a brittle fault zone. For example, when a single 
fault 'plane' with a very small initial displacement (Le., the 
SFF model) experiences mUltiple deformation events it may 
grow into a DDZ type of fault zone. As the fault zone 
continues to grow it may take a path toward either the LDZ 
type of fault zone, with highly localized strain, or the CDZ 
type of fault zone where the strain is partitioned between the 
core and the damage zone (Fig. 4). Increasing mineralogical 
'maturity' in the fault core of LDZ and CDZ type faults 
(through mechanical and geochemical assimilation of 
proto lith) likely leads to important changes in the perme­
ability structure of a fault zone [e.g., Knipe, 1993; Caine, 
1996). 

Progression through the evolution of a fault zone is 
accompanied by episodic cycles of deformation [Byeriee, 
1993; Sibson, 1994; Caine et ai., 1996), In the previous 
sections we use the model results to illustrate possible 
relationships between the mechanics of the fault zone 
architectural styles and the evolution of fault zone perme­
ability structure in the context of stress cycling and 
associated deformation [e.g., Sibson, 1994 and 1996). By 
closing fracture apertures in the fault zone we mimic the 
evolution of fa,ult zone permeability structure through 
various stages of deformation (e.g., Fig. 7). This evolution 
can be thought of as reflecting the mechanical deformation 

Figure 8. Maps of the two-dimensional magnitude or Darcy fluid flux for each model. A through D shows 
results for flow normal to the fault zone and normal to the slip vector (NN) or flow from right to left. E through H 
shows results for flow parallel to the fault zone and parallel to the slip vector (PP) or flow from top to bottom. 
Each map represents the contoured data from aIm thick slab (in the x direction) projected on to the y, z plane 
(Note: the coordinate system depiction has the orientation of the mapped slabs as a gray plane). In each case the 
'plane of the fault zone' is perpendicular to the page. The fault zone components are listed as PL = Protolith, FZ = 
Fault Zone, DZ = Damage Zone, C:: Core. The uniform fracture aperture settings are 100 !lm in each protolith and 
10 !lm in each fault zone. 
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cycle from prefailure, to failure. to postfailure for a brittle 
fault zone. In the prefailure stage microscale to macroscale 
fractures will begin to open and close depending on their 
orientations, the stress field, and their tendency to shear 
and/or dilate [e.g., Brown and Bruhn, 1998; Caine, 1999; 
Ferrill et at .• 1999]. The migration of pore fluids into 
incipient fault zone fractures may initiate and enhance brittle 
failure where localized increases of pore fluid pressure in the 
fault zones occur [e.g., Byeriee, 1993; Sibson, 1994 and 
1996]. During the initial phase of failure, fault zone 
permeability structure might be exemplified by the models 
with fault core apertures of 1000 Jlm (Fig. 7). At brittle 
failure new fractures develop, and preexisting fractures may 
grow, to cause enhanced permeability within the fault zone 
[e.g .• Sibson, 1994]. Both the model results and outcrop 
observations suggest that fluid flow is enhanced and 
localized in the fault zone during failure. In the failure to 
postfailure stages comminution and fluid flow may facilitate 
geochemical reaction, thus localizing precipitation of 
minerals trapped in the fault core to cause fault zone sealing 
and reduced permeability [e.g., Knipe, 1993; Sibson, 1994; 
Caine, 1996; Fisher and Knipe, 1998; Caine, 1999]. Ifwe 
assume a flux limited, fault-related flow system [e.g., Bunds 
et al., 1997] the greatest accumulation of mineral precipi­
tates will form where fluid fluxes are high. Additionally, 
fluid pressure redistribution may also be as~tetL'with 
dilatancy hardening and subsequent localized ruIJtuie--arrest 
[Parry and Bruhn, 1990; Seront et ai., 1998; Caine, 1999]. 

Lithologic heterogeneity of fault-rocks leads to inherent 
permeability heterogeneity within a fault zone that, in turn, 
produces a complex distribution of sealed and unsealed zones 
that may lead to spatial variations in fault zone strength 
[e.g., Cowie and Shipton, 1998] and pore pressures [e.g., 
Byerlee, 1993]. Nur and Booker [1972] and Miller et at. 
[1996] suggest that the spatial and temporal distribution of 
earthquake aftershocks may be linked to the proceSs of 
heterogeneous fault zone sealing as deformation ceases and 
pore pressure readjusts within the fault zone. The relatively 
simple variations in permeability structure addressed in this 
paper provide preliminary insight regarding the more 
complex processes that operate in natural fault zones (Figs. 
8 and 9). For example, large permeability contrasts m~ 
cause large, heterogeneously distributed pressure gradients 
due to transient, deformation-related fluid flow pulses. As 
deformation and fluid flow are accommodated, discrete zones 
of rupture and arrest may cause longitudinal and lateral 

CAINE AND FORSTER 121 

growth of the fault zone as well as further alteration of its 
permeability structure. 

A natural fault zone may contain any or all of the 
architectural styles shown in Figures I and 4 within a 
single fault strand. Additionally, many natural fault zones 
are not the simple, single fault zone features studied here. 
Rather, they are sometimes composed of many strands of 
deformed zones also containing any or all of the architec­
tural styles. Although many variations of cyclic fault zone 
evolution might be proposed, the one discussed here forms a 
useful backdrop for interpreting the modeling results that, in 
turn, helps in thinking through the complex interplay of 
coupled mechanical and fluid-flow processes that operate in 
natural fault zones. 

In reviewing the modeling results, it is important to 
recaII that the impact of ambient regional stress and 
localized deformation-related stress found in the subsurface 
are not considered when assigning values for fracture 
apertures in the models. Stress will cause significant 
variations in fracture aperture as a function of orientation 
that, in turn, must influence permeability anisotropy of 
both individual fault components and the entire fault zone 
[Brown and Bruhn, 1998]. Fracture surface roughness, 
particularly when coupled with stress and deformation, is 
also an additional sourCe of potential anisotropy that may 
make the use of the cubic law to model real fracture 
networks under stress invalid [Brown, 1995; Brown and 
Bruhn, 1998]. Aperture may also vary as a function of host 
rock lithology, degree of mineralization, and fracture type 
[Neuzil and Tracy, 1981; Mozley and Goodwin, 1995; 
Brown and Bruhn, 1996 and 1998; Caine, 1999]. This is 
particularly true for shear fractures where variations in the 
surface topography of slickensided surfaces may cause 
channelized flow parallel to the slip vector [Brown and 
Bruhn, 1996]. An alternative to using the cubic law for 
aperture is presented in Brown and Bruhn [1998) where 
approximations for fracture surface roughness using fractal 
surface geometries are coupled with stress and deformation. 

In spite of the additional sources of anisotropy, the 
simple parallel plate models used to represent fractures in 
this modeling study do help in discerning the overall impact 
of the different fault zone components. While the use of 
stressed fracture models and their associated aperture 
variations would be ideal, the models presented are meant to 
be a first look at the impacts of fault zone architecture and 
component heterogeneity on fluid flow without being 

Figure 9. Maps of the two-dimensional, y, z components, of the Darcy fluid fluxes for each fault zone model 
corresponding to the same maps in Figure 8. A through D show results for flow normal to the fault zone and 
nonnal to the slip vector (NN) or flow from right to left. E through H shows results for flow parallel to the fault 
zone and parallel to the slip vector (PP) or flow from top to bottom. Each map represents the vector data from a 1 
cm thick slab (in the x direction) projected on to the y. z plane (Note: the coordinate system depiction has the 
orientation of the mapped slabs as a gray plane). In each case the 'plane of the fault zone' is perpendicular to the 
page. The fault zone components are listed as PL = Protolith, FZ = Fault Zone, DZ = Damage Zone, C = Core. Note 
that the three-dimensional flow directions are different and these are shown to illustrate the complexity of each 
flow system. The empty space in some of the maps is due to lack of fracture connection with a flow boundary. 
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obscured by variations in aperture. One consequence, 
however, of neglecting stress-related aperture anisotropy 
may be exhibited by the result that the maximum perme­
ability computed within the fault zone, in the PP and PN 
flow directions. is found normal to the slip vector in the PN 
flow direction (Figs. 6 and 7). This is in agreement with 
that postulated by Sibson [1996], but differs from the 
suggestion by Brown and Bruhn [1998] and Caine [1999] 
that the direction of maximum permeability within the fault 
zone is subparallel to the slip vector or PP flow direction. 

One goal of this study has been to explore permeability 
anisotropy in directions related to the major fabric elements 
of the fault zone models. Results obtained from these 
numerical experiments are used to compare the apparent 
anisotropy in each component and each architectural style. 
Although it is of great practical interest to define equivalent 
continuum permeability tensors at the fault zone component 
or 20 m full model scale, this may not be possible 
[National Research Council Committee on Fracture 
Characterization and Fluid Flow. 1996]. For example, a 
variety of workers [e.g., Snow, 1969; Long et al., 1982; 
Long and Witherspoon, 1985] have tried unsuccessfully to 
define when fracture networks may be properly represented 
by equivalent continuum permeability tensors. Even if 
plausible tensors could be defined for the fracture networks 
included in this study, the flow directions we use do not 
necessarily coincide with the principal directions of perme­
ability. Despite our inability to define permeability tensors 
(scale-independent or otherwise), our results~d iru;ight 
into apparent permeabiIities in directions felatoo to' the 
geometric character of the fracture networks in the fault 
zones. The orientations of the one-dimensional flow 
experiments are generally parallel to the orientations of 
major fabric elements (e.g .• mean orientation of the planes 
of fracture sets and their intersections). Thus, the results 
provide useful first approximations to the permeability 
anisotropy of the fault-related fracture network fabric. 

Inferences made using the model results resemble those 
made by mapping natural fault zones exposed in outcrop. 
Field observations made along outcrops of the Stillwater 
Fault Zone show that the fracture sets most consistently 
filled with the latest fault-related mineral assemblage are 
found in fracture networks subparallel to the fault zone. 
Because the fault core and damage zone fractures of this 
CDZ type of fault zone (Fig. 4) are filled with the· same 
mineral assemblage, we can infer syntectonic fluid flow 
extended into the damage zone. Fault rock textures from the 
core of the Stillwater Fault Zone also show a preferred 
orientation subparallel to the fault zone that are related to 
the coupled processes of deformation and fluid flow [Caine, 
1999]. Similar observations are reported by Caine [1996] 
from the sequence of clastic rocks that have undergone 
normal faulting in east Greenland. Because strike slip and 
thrust fault zones commonly contain the same architectural 
elements found in the normal fault zones considered in this 

paper. the model results may be applicable to any style of 
faulting. 

The results of this modeling study can also be compared 
to in situ fluid flow measurements made in the Dixie Valley 
geothermal field that is hosted in the Stillwater Fault Zone 
[Hickman et ai .• 1997; Barton et ai., 1998]. Although the 
boreholes are several kilometers from the outcrop exposures 
where the data used in building the models was collected. 
the downhole studies were performed in similar rock types 
subjected to similar deformation histories. Our models 
suggest that the permeability anisotropy in the fault zones 
are controlled primarily by long shear fractures that may 
also contribute to the bulk permeability ani-sotropy inferred 
by Hickman et ai. [1997] and Barton et aJ. [1998] in the 
geothermal reservoir. For example, Hickman et ai. [1997] 
and Barton et aJ. [1998] found that the hydraulically 
conductive fractures in the boreholes are optimally oriented 
and critically stressed for frictional failure in the present 
stress field. The orientation data for the conductive fractures 
that Hickman et ai. [1997] and Barton et ai. [1998] found in 
the boreholes are similar to the shear fracture orientations as 
mapped in outcrop (Fig. 2). Both sets of data are mechani­
cally compatible with an Andersonian model for shear 
fractures associated with a normal fault. Thus, the model 
results presented here support the field-based inference that 
the relatively large aperture, long trace length, high density 
networks of shear fractures associated with faulting can exert 
an significant impact on bulk permeability anisotropy 
within a natural fault zone. In addition, Hickman et ai. 
[1997] and Barton et al. [1998] show that the in situ stress 
data at the Dixie Valley Geothermal Reservoir indicates a 
present day stress regime that is consistent with an Ander­
sonian fault model and associated fault-related fracture 
networks. Although an Andersonian model is not the only 
model that could be used to explain the Dixie Valley stress 
and fracture data. we have used it in our modelin,g because of 
its simplicity and general applicability to many different 
fault zones. 

Computed permeabilities based on outcrop data from the 
Stillwater Fault Zone can be used to infer the cause of 
enhanced fault zone permeabilities found during in situ 
testing at the Dixie Valley geothermal field [Barton et al., 
1996; Rose et al., 1997; Hickman et al .• 1997]. For 
example. the various in situ tests at depths of 2.5 km 
suggest a fault zone permeability of 10- 12 to 10-11 m2• 

Hickman et ai. [1997] suggest that the fractures causing the 
zone of enhanced permeability are preferentially open and 
accessible for flow because they are optimally oriented with 
respect to the local stress regime. Extrapolating our 
modeling results suggests that increasing fracture apertures 
in the fault zone components of the non-SFF fault types by 
only a factor of 5 (from 100 to 500 I-1m) would yield fault 
zone permeabilities similar to those measured in situ. 

This modeling study addresses only outcrop scale 
volumes (20 m by 20 m by 20 m) of faulted rock that 



influence the local patterns and rates of fluid flow within 
and near a fault zone. The flow of fluid to the fault, 
however. is ultimately controlled by regional-scale flow 
systems [Forster and Evans. 1991] driven by a variety of 
mechanisms (e.g.. topography, thermal gradients. or 
tectonic activity). Thus. the next step in examining the 
impact of fault zone permeability structure on fluid flow 
requires incorporating the effective permeability magnitudes 
and anisotropies estimated in this study into larger, stressed 
and unstressed, regional-scale fluid flow simulations. This 
approach would not only remove the need to apply arbitrary 
orientations of hydraulic gradients to the fault model blocks. 
but would also aid in evaluating how fluids moving through 
the regional-scale flow systems can carry solutes from 
sources either close to, or far from, the fault zone. For 
example, Power and Tullis [1989] note that, once delivered 
to the fault zone. solutes carried by the migrating fluids can 
participate in the processes that contribute to fault zone 
sealing, mineral comminution, stress relaxation and mineral 
precipitation. 

SUMMARY OF MAJOR RESULTS AND 
CONCLUSIONS 

We have created four stochastic. three=di~~onal 
discrete fracture network models (single fracture fank. "SFF; 
distributed deformation zone, DDZ; localized deformation 
zone, LDZ; and composite deformation zone, CDZ) that 
exemplify the field-based fault zone architectural styles 
summarized by Caine et al. [1996]. The models represent 
outcrop scale (cubes that are 20 m on a side) idealized fault 
zones developed in low permeability rocks. Each model 
type contains one or both fault zone components. a damage 
zone or fault core, surrounded by a protolith. Fracture 
densities, trace lengths. and orientations included in· the 
models were based on data obtained from detailed outcrop 
mapping along the Stillwater Fault Zone in Dixie Valley, 
Nevada and from a series of normal fault zones in east 
Greenland which exhibit each of the four architectural 
styles. Fault zone component widths were based on data 
from east Greenland. Insights regarding fault mechanics and­
kinematics are'also used in constructing the models. Thus. 
fluid flow simulations performed on the discrete fracture 
network models provide direct insight into the permeability 
structure of the Stillwater Fault Zone in particular. and 
normal faults in general. Furthermore, because strike slip 
and thrust fault zones contain similar architectural elements. 
the model results may apply when considering any style of 
fault zone. 

Simulating fluid flow through the discrete fracture 
network models allowed us to quantify inferences made by 
Caine et al. [1996] and other workers regarding the relation­
ships between fault zone architecture and permeability 
structure. Fracture networks associated with each compo­
nent type impart bulk permeabilities that, when combined, 
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lead to bulk permeability anisotropy that can exert a 
significant impact on patterns and rates of fluid flow. For 
example, if we exclude the SFF (single fracture fault) then 
simulations performed with a uniform 100 /lm fracture 
aperture yield permeabilities for the protolith (_10- 14 m2

), 

damage zone (_10-13 m2), and fault core (_10- 13 m2
). 

Two distinct types of anisotropy were identified as major 
controlling factors in fault-related fluid flow and permeabil­
ity structure. The first is the internal bulk anisotropy 
within individual fault zone components contributed by the 
character of the fracture network fabrics. The second source 
of anisotropy is derived from the permeability contrasts that 
result from juxtaposing different fault zone components. 
Thus. component-scale permeability heterogeneity leads to 
bulk fault zone scale anisotropy. Both types of anisotropy 
reflect the protolithology. deformation style, and the stress, 
temperature, pressure, and geochemical conditions encoun­
tered throughout the evolution of a fault zone. The 
resulting fault zone architectures and permeability structures 
for any given set of conditions and histories. at any given 
point in time, can cause changes in the magnitUde and 
direction of local fluid fluxes that vary by orders of magni­
tude. 

Ratios of permeability anisotropy were determined in 
three orthogonal flow directions with respect to the average 
orientation of each fault zone (kNN : kpN : kpp). Anisotropy 
values obtained within each individual component in each 
non-SFF model where all fracture apertures are the same 
(100 /lm), were small and range from =1:0.2:0.8 in a 
protolith to =:1:6:5 in a fault core for NN, PN, and PP flow 
directions respectively. The permeability contrasts between 
components that contribute to bulk anisotropy in fault zone 
permeability are much larger. For example, permeability 
contrasts range from approximately one to five orders of 
magnitude between a fault core and a protolith (=IO·I~ m2 

and .,. 10-14 m2 respectively). Thus, the architecture of 
multiple fault zone components has more impact than 
internal fault zone component architecture alone. 

With uniform apertures between and within fault zone 
components, the model results suggest that fracture length 
and orientation are more important in controlling anisotropy 
than fracture density. This was found to be the case at both 
the fault zone component scale and the full model scale. 
When fault zone fracture apertures are uniformly opened or 
closed relative to the protolith or damage zone, aperture 
becomes the controlling parameter of anisotropy relative to 
fracture length, orientation, and density. This is due to the 
cubic law correlation between aperture and transmissivity 
used in the models. Variations of fracture aperture in 
natural fault zones, due to different types of fracture sets, 
stress, and degree of mineral filling may change these 
sensitivities. but were not investigated here. Thus, the 
modeling results suggest that the orientation of fracture sets 
and particularly fracture length. which is often very difficult 
to measure, are the most important field data to collect for 
later model input. 
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Geologically plausible fracture networks constructed for 
each non-SFF fault zone component yielded permeabilities 
within the fault zone and parallel to slip that are consis­
tently smaller than those computed perpendicular to the slip 
vector. Additional sources of anisotropy not included in the 
fracture models (e.g., orientation-dependent aperture variabil­
ity caused by: differential stress, variations in fracture 
roughness, and anisotropy in fracture surface topography) 
could be used to explain why the maximum permeability in 
the fault zone is not found to be parallel to the slip vector 
in the simulations. The model results also demonstrate that 
regardless of the regional flow direction, fault zone architec­
tural style, and magnitude of displacement fluid flow is 
enhanced parallel to the fault zone and impeded normal to 
the fault zone when fracture apertures are reduced relative to 
an 'unfaulted' protolith reference case. 

Increasing or decreasing fracture apertures by only one 
order of magnitude within the fault zone of each non-SFF 
model yields one to five orders of magnitude change in 
component permeability that, in turn, yields similarly large 
permeability anisotropy for all non-SFF type fault zone 
models. Values of permeability anisotropy in excess of one 
order of magnitude can significantly modify the patterns and 
rates of fluid flow within and near fault zones, depending 
upon the orientation of hydraulic gradients acting at the 
location of interest. The modeled variations in fracture 
aperture mimic the changes that might occur during fault 
zone evolution. Thus, increased bulk anisotropy caused by 
enhanced permeabilities in the fault zone -caR;Je3£j -to a 
focusing of fluid flow into the fault zone duringniilllre. 'On 
the other hand, similarly large anisotropy caused by sealing 
of fractures in the fault zone can cause fluid flow to be 
distributed throughout the adjacent protolith, or damage 
zone. 

When the model results are considered in conjunction 
with contemporaneous deformation they highlight how a 
fault zone may be destined to seal itself and arrest deforma­
tion because initial opening of the fault-related permeability 
structure causes mass transport in the core of the fault zone. 
Positive feedback between mineral precipitation, permeabil­
ity reduction, and pore pressure relaxation in the fault -core 
may cause localized, but heterogeneously distributed, 
mechanical strength. The modeling results and conjectured 
processes also highlight the means by which, and the 
controls on how, fault zone architecture, penfteaoility 
structure and growth might be intimately involved with the 
distribution of earthquakes and the deposition of economic 
mineral deposits. Furthermore, the models illustrate how 
fault zone architectural styles and the hydraulic parameters 
identified may lead to conduit, barrier, or combined conduit­
barrier permeability structures. 

This study also forms a first step in outlining a method­
ology for constraining fault-related permeability values 
assigned in continuum (porous media) fluid flow simula­
tors. For example, the model results yield permeability 
estimates that can be used in parameterizing fluid flow 

simulations for the geothermal reservoir hosted in the 
Stillwater Fault Zone. If sufficient computational capacity 
is available, simulator grid blocks can be sized to map the 
heterogeneous permeability structure defined by the spatial 
distribution of permeability associated with each fault zone 
component type. If blocks no smal1er than those used in 
this study can be used, then bulk permeability anisotropies 
defined for the full width of the fault zone should be 
assigned in an effort to preserve the detailed heterogeneity 
contributed by the individual fault zone components. 
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