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84 METHODOLOGY 

to define binary indicator variables for each time period. For example, for quarterly 
data one could define variables xi,. x2,. x31 and X41, such that x j, takes the value I for 
observations in quarter j and zero otherwise. A multiple regression model involving just 
these covariates takes the form 

4 

Y, = fJo + L,fljxj, + s,. 
j=I 

(3.35) 

In this model, the fitted value for quarter j will be fJo + flj - since Xj, = I during this 
quarter and the other covariates are all zero. A least squares fit will, in principle, equate 
flo + {Jj with the mean of the observations for quarter j (j = I .... , 4). However, this 
reveals a problem: since there are only four quarterly means. it is not possible to estimate 
the five coefficients flo to {J4. The model is said to be overparameterised. The difficulty 
is usually resolved by imposing a constraint on the coefficients, for example by setting 
one of them to zero. The precise choice of constraint does not affect the fitted values 
from the model, but it does affect the interpretation of the coefficients. Consider, for 
example. setting fJo = 0 in (3.35). In this case, the fitted value for quarter j is just {Jj , 
which can therefore be interpreted as the mean level for that quarter. If instead we set 
{J 1 = 0, then the fitted value for quarter I is fJo and the fitted value for any other quarter 
j is fJo + /3j - In this case therefore, flo is the mean for quarter I and, for quarter j > I. 
{31 is the difference between the means for quarters I and j.

The use of indicator variables can also be regarded as a means of adjusting for 
seasonality. The residuals from model (3.35) are precisely the anomalies that would be 
obtained by subtracting the quarterly means prior to analysis. If the purpose of the analysb 
is to assess the effect of some other covariate on the response, this can be quantified by 
fitting an extended model incorporating the extra covariate in addition to the seasonal 
indicators. The fitted values from such a model will be the same as those from a separate 
analysis of the anomalies, but the regression coefficient corresponding to the covariate of 
interest, and its standard error, may be rather different since they take into account all of 
the available information. 

In the discussion above, the dummy covariates x 1, to x4, effectively code for a �in· 
gle variable 'quarter', which defines four separate groups or categories. Such grouping 
variables are called factors; the separate groups are referred to as levels. Regression soft­
ware will usually handle factors automatically, providing they are defined as such (correct 
behaviour can be guaranteed in R by using characters, rather than numbers, to repre5enl 
the different groups). The issue of overparameterisation is. however, always present and. 
to interpret software output, it is necessary to know what constraints have been imposed. 
In R, the default behaviour for unordered factors is to use 'comer-point' constraint,. in 
which the coefficient associated with the first level ({J 1 in the discussion above) i, set 
to zero. Another option is to constrain all of the coefficients associated with a factor to 
sum to zero. In model (3.35). if there were equal numbers of observations in each quarl« 
then, under a sum-to-zero constraint, the estimate of fJo would be the overall mean of die 
series and {Jj would be the average deviation from this overall mean in quarter J.
interpretation is less straightforward with differing numbers of observations per qu 
For further details of factor coding in general, see Dobson (2001, Section 2.4). Fox 12 
Chapter 4) and Venables and Ripley (I 999, Section 6.2) give a comprehensive a 
of the facilities available in R. 

The factor based approach to modelling seasonality is similar in spirit to the 
of fitting separate models to different subgroups of observations. In both cases the 


	Sdrm117062109020
	Sdrm117062109030
	Sdrm117062109031
	Sdrm117062109070
	Sdrm117062109071
	Sdrm117062109072



